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TWO-DIMENSIONAL AGN SIMULATIONS 11

Fig. 6.— Eddington ratio as a function of time, for three different time intervals in the A2 simulation.

3.4. Star Formation and Galactic Winds, and Gas
Content

Table 1 gives total mass of stars formed, total mass
of gas driven beyond 10Re, and final mass of gas
within 10Re for each simulation. Star formation con-
sumes about 30% of the total mass budget in the two-
dimensional simulations and is very insensitive to the
details of the AGN feedback. This is in good agreement
with the one-dimensional simulations at low mechanical
efficiencies. However, at high feedback efficiencies, the
one-dimensional simulations drive significant quantities
of gas out of the galaxy, leading to low star formation
rates and low final gas content. In this respect the one-
dimensional and two-dimensional simulations disagree.
However, this is to be expected since assuming spherical
symmetry gives the most favorable situation for turning
a central energy source into a global outflow. In two
dimensions, energy can escape via low-density channels
and fail to participate in driving an outflow.

Figure 10 shows the mean mechanical energy input
versus the mean efficiency for one-dimensional and two-
dimensional A models. For two-dimensional A models,
the energy input is nearly constant—the SMBH accre-
tion self-regulates to provide energy at this rate. The
one-dimensional A models have lower energy input rates.
That is, two-dimensional models require more energy to
reach equilibrium between inflow (due to cooling) and
outflow (due to mechanical feedback).

4. CONCLUSIONS

We have performed two-dimensional simulations of the
entire cosmic history (12 Gyr) of an isolated L∗ elliptical
galaxy. Planetary nebulae and red giant winds produced
by evolving low-mass stars serve as the source of gas in
the galaxy. This gas finally ends up either in the central
BH, in long-lived low-mass stars (formed in the simula-
tion), in the ISM within the galaxy (at the end of the
simulation), or outside the galaxy as part of the inter-
galactic medium. As gas finds its way to one of those four

Variability on „short“ timescales

Novak+ 2011
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NGC 1068 Circinus galaxy
Lopez, Jaffe, Burtscher+ 2014 Tristram, Burtscher+ 2013
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3 component model of the dust emission in the Circinus galaxy
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N. López-Gonzaga et al.: Revealing the large nuclear dust structures in NGC 1068 with MIDI/VLTI

Fig. 8. Image of the No. 1 (Left) and No 2. (Right) best three component models for the mid-infrared emission at 12.0 µm of the nuclear region
of NGC 1068. The image was scaled using the square root of the brightness. Center) Comparison between our first best model and the 12.5 µm
image of Bock et al. (2000), taken with the 10m Keck telescope. The dashed circles represent the FWHM of the field of view for MIDI using the
UTs (blue) or the ATs (orange). The letters indicate the positions of the [OIII] clouds according to Evans et al. (1991)

7. The energetics of the mid-infrared emission

The primary scientific results from these observations are the
detection of the “intermediate" components 2 and 3 –1.3 and 7
parsecs north of the core–, and the non-detection of the Tongue,
about 35 parsec to the north. In this section we consider the
possible heating mechanisms for the dust in these components.

The usual suspects are radiative heating and shock heating.
In fact these mechanisms collaborate. The hot gas in a strong
shock will be destroy the local dust by sputtering and conduc-
tive heating, but it will also emit ultraviolet light that efficiently
heats dust in the surrounding environment. The morphology of
the emission from the Tongue region supports this combined sce-
nario. The VLBA radio images, (Gallimore et al. 2004), show a
small bright component (C) with a sharp edge near this position,
suggesting a shock. Most of the radio emission comes from a re-
gion less than 30 mas in diameter. Our data, and the images from
Gratadour et al. (2006) indicate that the dust emission is coming
from a much larger region, probably displaced from radio com-
ponent C. In particular the MIDI data excludes a narrow ridge
morphology that might be associated with a shock. This ex-
tended emission presumably arises from radiatively heated dust.

Wang et al. (2012) describe a similar scenario based on rela-
tively high resolution (300 mas) Chandra X-ray data. The X-
ray and radio bright region HST-G about 1" north of the nu-
cleus shows an X-ray spectrum containing both photoionized
and high-density thermal components. Detailed X-ray spectra
for the other X-ray components in the region are not available,
but the ratio of [OIII] to soft X-ray continuum indicates that
some (labelled HST-D, E, F) are radiation heated, while others
(HST-G, H and the near-nuclear region HST-A, B, C) contain
shocked gas. The HST-A, B, C region contains the nucleus (to
the extent not blocked by Compton scattering), our components
1,2, and 3, and the Tongue. Unfortunately the spatial resolution
of the X-ray and [OIII] data cannot distinguish between these
subcomponents. The very high resolution VLBA data of Gal-
limore et al. (2004) show a flat-spectrum nuclear component,
presumably coinciding with out component 1, but no emission
at our positions 2 or 3. They find strong synchrotron emission at
the Tongue and at their NE component, which curiously shows

no enhanced X-ray, [OIII] or infrared emission. There are sev-
eral regions, e.g. HST-D, E, F of Evans et al. (1991) that show
X-ray, [OIII] and infrared emission but where there is no sign
of shock enhancement of the synchrotron jet (Gallimore et al.
2004). Regions NE-5, 6, 7 of Galliano et al. (2005) show the
same features. There is no evidence at these positions of direct
interaction with the radio jet, although they lie at the edge of a
radio cocoon (Wilson & Ulvestad 1983).

This summary indicates the complexity of the region and
suggests that different mechanisms dominate at different posi-
tions. The data from the Tongue region seems to support the
shock plus radiative heating in this area. On the other hand, our
region 3 show no signature of shocks in the radio. This fact and
the proximity to the nucleus favor heating by UV-radiation from
the nucleus.

We can examine whether the infrared spectral information
in the region is consistent with this hypothesis. The luminosity
produced by the nucleus is sufficient to obtain create the dust
temperature measured at this position. The expected temperature
of dust (assuming silicate grains) heated directly by the central
engine is given by:

T ≃ 1500
⎛
⎜⎜⎜⎜⎝

Luv,46

r2
pc

⎞
⎟⎟⎟⎟⎠

1
5.6

K (4)

where Luv,46 is the luminosity of the heating source in units of
1046 erg s−1 (Barvainis 1987). For the central source of NGC
1068 we take the UV luminosity Luv = 1.5 × 1045 erg s−1 pre-
viously used by Gratadour et al. (2003) to reproduce the central
K band flux and continuum. Dust at a distance of r ∼ 7 pc (100
mas) can be heated to T = 530 K. The color temperatures in our
wavelength range are lower, ∼ 400K.

The spectra of the various infrared components show vari-
ous, sometime quite high color temperatures, but it is difficult to
use this to distinguish radiative from shock heating. The dust in
the shock heated Tongue region shows short wavelength fluxes
with color temperatures ∼ 700K (Gratadour et al. 2006), but
some of the shortest wavelength data may represent scattered
nuclear light rather than local thermal emission. The spatial res-
olution of the data in Gratadour et al. (2006) is not sufficient to
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AGN Torus disappearance
Disk wind scenario 

• Mass outflow ~ L1/2; L ~ Ṁin  
→ Ṁout/Ṁin ~ L-1/2	


• since Ṁout must be < Ṁin, torus disappears 
at Lbol ~ 1042 erg/s (Elitzur & Shlosman 
2006)

4 Why a Windy Torus?
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Figure 1: Left: A 2D cross-section of the upper right quadrant of the number density map
of the fiducial dusty wind model with NH,0 = 1025 cm�2, MBH = 108 M�, and L/LEdd = 0.1.
The color indicates number density according to the scale bar on the right. The number
density drops sharply as a function of height, z, and the wind is quite narrow. Dotted
straight lines indicate the values of the optical depth ⌧ at H↵�6563, as labeled. Right: A
simulated high-resolution 9.5 µm image of the same model generated by MC3D [20]. The bulk
of the emission comes from the inner streamlines heated by the accretion disk continuum.

As luminous quasars are typically farther away and therefore fainter and of smaller
angular size compared to nearby Seyferts, they are beyond the reach of the current generation
of interferometers. Nonetheless, within the context of our model we can explore what might
be expected by investigating the e↵ects of changing luminosity, L/LEdd, and MBH on the
structure of the wind. Figure 2 illustrates the shape of the fiducial wind model (labeled as
A) compared to two other models. Model B has a black hole mass of 109 M�, ten times
that of the fiducial model. Because the value of L/LEdd is fixed at 0.1, this model is 10
times more luminous than the fiducial model. The resultant shape of the wind is nearly
identical to that of the fiducial model; the streamlines are slightly more vertical. The third
model, C, is also similar to the fiducial model, this time changing only the inner wind launch
radius to approximately one third of the fiducial model’s inner radius. The change in the
inner radius was made to approximate the di↵erence between the launch radius of graphites
(with a higher sublimation temperature) versus silicates. This decrease in the inner launch
radius causes the wind to be notably broader in our model (see Fig. 3), as expected from
Equation 1. Because the bulk of the near-infrared emission is coming from the innermost
streamlines, it therefore follows that a smaller rlaunch for a given L/LEdd generates more near-
IR emission because of the higher dust temperatures [11]. The strength of the 3–5 µm bump
– the manifestation of a larger contribution to the near-to-mid-infrared SED from hot dust
– is seen empirically to increase with increasing quasar luminosity (e.g., [16, 7, 13]). Within
the dusty wind paradigm, this implies some mechanism for decreasing the wind launching
radius as a function of luminosity which is challenging to arrange. A second way of reducing

Radiation-driven outflow / disk wind  
(e.g. Gallagher+ 2013)



AGN Torus disappearance
Disk wind scenario 

• Mass outflow ~ L1/2; L ~ Ṁin  
→ Ṁout/Ṁin ~ L-1/2	


• since Ṁout must be < Ṁin, torus disappears 
at Lbol ~ 1042 erg/s (Elitzur & Shlosman 
2006)

Stationary accretion model 

• volume filling factor Φ ~ Ṁtorus-1/2 ~ L-1/2  

→ Φ ~ L-1/2 (Beckert & Duschl 2004)	


• clumpy torus: Φ ≪ 1 → lower limit for 
existence of obscuring torus at Lbol ~ 1042 
erg/s (Hönig & Beckert 2007)

84 3 SCIENCE CASES FOR MATISSE

Figure 42: Hydrodynamical model of the gas and dust torus. The two panels on the left show density
and temperature distribution of the gas. The panel on the right displays the 12µm emission of this
model, calculated by radiative transfer of the radiation from a AGN core and assuming a constant
gas-to-dust ratio.

good coverage of the uv−plane. Thus, we expect that about 60 uv−points (= 20 closure phase
observations) are necessary per source. With the guideline figure of 10 measurements per night (for
bright targets), we get on the order of at least 2 nights combining 3 UTs (or 1 night on 4 UTs for
NGC 1068) for a complete imaging observation. Faint targets (1 hour integrations) will take twice
as long.

Summary
With the imaging capabilities of MATISSE combining the beams of 3 (or 4) UTs, we will gain
unique insight into the structure of the tori of nearby Seyfert galaxies. Observations of a sufficiently
large sample that will contain a few dozens AGN of various types will show whether these objects
and their tori are representative for Seyferts in general or whether they are very special – gas rich
– systems. Furthermore, simultaneous observations in L/M and N band will allow to determine the
relative positions of hot and warm dust as well as the relative positions of the accretion disk and
the warm dust in type 1 AGNs. Questions about the symmetry of the dust torus and the predicted
large-scale clumpiness of the dust tori of AGN can be investigated finally.

The interferometric observations of thermal dust emission in Active Galactic Nuclei is one of the few
extragalactic programs which are feasible and scientifically meaningful with the current generation
of "optical" interferometers like the VLTI. Therefore, they have the highest visibility of interfero-
metric programs in the general community. ESO VLTI (with MIDI) is currently leading this field
without serious competition worldwide. In order to maintain this lead, the study of Active Galactic
Nuclei should be regarded as one of the main and defining science drivers for MATISSE.

Starburst-driven inflow	

 (e.g. Schartmann+ 2008)
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Figure 1: Left: A 2D cross-section of the upper right quadrant of the number density map
of the fiducial dusty wind model with NH,0 = 1025 cm�2, MBH = 108 M�, and L/LEdd = 0.1.
The color indicates number density according to the scale bar on the right. The number
density drops sharply as a function of height, z, and the wind is quite narrow. Dotted
straight lines indicate the values of the optical depth ⌧ at H↵�6563, as labeled. Right: A
simulated high-resolution 9.5 µm image of the same model generated by MC3D [20]. The bulk
of the emission comes from the inner streamlines heated by the accretion disk continuum.

As luminous quasars are typically farther away and therefore fainter and of smaller
angular size compared to nearby Seyferts, they are beyond the reach of the current generation
of interferometers. Nonetheless, within the context of our model we can explore what might
be expected by investigating the e↵ects of changing luminosity, L/LEdd, and MBH on the
structure of the wind. Figure 2 illustrates the shape of the fiducial wind model (labeled as
A) compared to two other models. Model B has a black hole mass of 109 M�, ten times
that of the fiducial model. Because the value of L/LEdd is fixed at 0.1, this model is 10
times more luminous than the fiducial model. The resultant shape of the wind is nearly
identical to that of the fiducial model; the streamlines are slightly more vertical. The third
model, C, is also similar to the fiducial model, this time changing only the inner wind launch
radius to approximately one third of the fiducial model’s inner radius. The change in the
inner radius was made to approximate the di↵erence between the launch radius of graphites
(with a higher sublimation temperature) versus silicates. This decrease in the inner launch
radius causes the wind to be notably broader in our model (see Fig. 3), as expected from
Equation 1. Because the bulk of the near-infrared emission is coming from the innermost
streamlines, it therefore follows that a smaller rlaunch for a given L/LEdd generates more near-
IR emission because of the higher dust temperatures [11]. The strength of the 3–5 µm bump
– the manifestation of a larger contribution to the near-to-mid-infrared SED from hot dust
– is seen empirically to increase with increasing quasar luminosity (e.g., [16, 7, 13]). Within
the dusty wind paradigm, this implies some mechanism for decreasing the wind launching
radius as a function of luminosity which is challenging to arrange. A second way of reducing

Radiation-driven outflow / disk wind  
(e.g. Gallagher+ 2013)



The mid-IR-X-ray relationD. Lutz et al.: Mid-infrared and hard X-ray emission in AGN 469

Fig. 5. Hard X-ray luminosities corrected for absorption vs. 6 µm
AGN continuum luminosities for those objects where an absorption
corrected X-ray flux was available. Symbols are as in Fig. 3. The dot-
ted line indicates slope 1, it is not a fit.

The dispersion is considerable, the ratio for Seyfert 1s varying
over an order of magnitude. Ratios for type 2 Seyferts scat-
ter yet wider. This may be partly due to inaccuracies in the
absorption correction in the X-ray data. The current data do
not allow to determine with certainty whether there is in real-
ity a larger spread for type 2 than for type 1. The two outly-
ing objects Mrk 463 and NGC 6240 are briefly discussed in the
Appendix. The spread observed in our sample is significantly
larger than in the imaging study of Krabbe et al. (2001), where
with the exception of the outlier NGC 6240 the ratio of intrin-
sic hard-X and mid-IR emission varies by just a factor of 3−4.
This was probably a fortuitious effect of the small sample in-
cluding ∼10 times less objects than the present study. Given
the many factors of AGN spectral energy distribution and ge-
ometry relating the hard X-ray flux and the dust reradiation of
AGN emission in the mid-infrared, the larger scatter is not sur-
prising. Another significant contribution to the spread is likely
due to AGN variability. The X-ray and infrared measurements
summarized in Table 1 were usually taken several years apart.
Even in case of simultaneous observations, short term variabil-
ity of the central engine may contribute to the scatter because
of different time response and time averaging effects for the
X-rays and for the larger scale dust.

3.2. No significant difference between Seyfert 1
and Seyfert 2 types

A surprising result given the reasonable statistics of the
present sample is the failure to detect the difference be-
tween type 1 and type 2 Seyferts that is predicted by the
most straightforward versions of unified models. The median
log (F(2−10 keV)/νFν(6 µm)) is −0.41 for type 1 objects
and −0.63 for type 2. This would not change strongly replac-
ing the few lower limits by detections (Fig. 6). The key point

Fig. 6. Histograms showing for the two Seyfert types the logarithm
of the ratio between intrinsic hard X-ray flux and 6 µm AGN contin-
uum. Dark shadings indicates objects with upper limits for the 6 µm
continuum, i.e. lower limits for the ratio shown.

is not the small difference found, which might even be reduced
slightly if some of the Sy 2 limits were replaced by detections
or with full correction for stellar continuum, it is the failure to
detect a strong and significant difference in the opposite direc-
tion. If the mid-infrared continuum in Seyfert 2s is suppressed
by a factor of ∼8 (Clavel et al. 2000), the hard X/IR ratio
should be higher by the same factor compared to Seyfert 1s.
While our targets are from a heterogeneous set of ISO observ-
ing programs, they do not represent a preselection by mid-IR
flux which may affect such a comparison. The main observ-
ing programs involved did not invoke such a selection. A major
part, e.g., is formed by objects from the CfA sample (Huchra
& Burg 1992). Also, for example, most AGN from the hard
X-ray selected sample of Piccinotti et al. (1982) are included.
As discussed by Maiolino & Rieke (1995), samples like the
CfA one may be biased against obscured objects and thus not
reproduce the real fractions of Seyfert types. Our analysis nor-
malizing to intrinsic X-rays should be robust to such effects as
long as reaching lower but still significant numbers of obscured
systems.

In unified schemes (e.g. Antonucci et al. 1993), the dif-
ference between Seyfert types is due to effects of viewing in-
trinsically similar objects from different directions, because an
anisotropic distribution of absorbing material (e.g. the “torus”)
absorbs, scatters, and reprocesses the direct AGN light. In the
most simple version, a central very small source (also emitting

Lutz+ 2004

Lbol ~ 1042 erg/s
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ted line indicates slope 1, it is not a fit.
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absorption correction in the X-ray data. The current data do
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cluding ∼10 times less objects than the present study. Given
the many factors of AGN spectral energy distribution and ge-
ometry relating the hard X-ray flux and the dust reradiation of
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prising. Another significant contribution to the spread is likely
due to AGN variability. The X-ray and infrared measurements
summarized in Table 1 were usually taken several years apart.
Even in case of simultaneous observations, short term variabil-
ity of the central engine may contribute to the scatter because
of different time response and time averaging effects for the
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is not the small difference found, which might even be reduced
slightly if some of the Sy 2 limits were replaced by detections
or with full correction for stellar continuum, it is the failure to
detect a strong and significant difference in the opposite direc-
tion. If the mid-infrared continuum in Seyfert 2s is suppressed
by a factor of ∼8 (Clavel et al. 2000), the hard X/IR ratio
should be higher by the same factor compared to Seyfert 1s.
While our targets are from a heterogeneous set of ISO observ-
ing programs, they do not represent a preselection by mid-IR
flux which may affect such a comparison. The main observ-
ing programs involved did not invoke such a selection. A major
part, e.g., is formed by objects from the CfA sample (Huchra
& Burg 1992). Also, for example, most AGN from the hard
X-ray selected sample of Piccinotti et al. (1982) are included.
As discussed by Maiolino & Rieke (1995), samples like the
CfA one may be biased against obscured objects and thus not
reproduce the real fractions of Seyfert types. Our analysis nor-
malizing to intrinsic X-rays should be robust to such effects as
long as reaching lower but still significant numbers of obscured
systems.

In unified schemes (e.g. Antonucci et al. 1993), the dif-
ference between Seyfert types is due to effects of viewing in-
trinsically similar objects from different directions, because an
anisotropic distribution of absorbing material (e.g. the “torus”)
absorbs, scatters, and reprocesses the direct AGN light. In the
most simple version, a central very small source (also emitting

Lutz+ 2004

Lbol ~ 1042 erg/s

A&A 536, A36 (2011)

Fig. 2. Absorption-corrected hard X-ray lumi-
nosities vs. the nuclear MIR luminosities for
all LLAGN (filled symbols) and the AGN from
G+09 (empty symbols); blue squares: type 1
Seyferts (type 1.5 or lower), red diamonds:
type 2 Seyferts; green triangles: LINERs; ma-
genta arrow: NGC 1404 (NELG); Circinus is
plotted for comparison only (framed in black);
objects marked with a C: Compton thick AGNs
(X-ray NH > 1.5 × 1024 cm−2); objects high-
lighted with central black-filled circles: “well-
resolved” AGN from G+09; NGC 3125 and
NGC 4303 are displayed in gray; filled or-
ange stars: starburst galaxies (total luminosi-
ties) from Ranalli et al. (2003); solid line:
power-law fit to all LLAGN and AGN dis-
played in color dashed line: power-law fit to all
LLAGN (except NGC 3125 and NGC 4303);
dotted line: power-law fit to “well-resolved”
AGN from G+09; dot-dashed line: power-law
fit to all SB. The hatched areas indicate regions
below the detection limit of S/N = 3 for the
performed VISIR NeIIref1 imaging: light gray:
objects at 20 Mpc; dark gray objects at 10 Mpc;
see text for details.

the normalization of the MIR-X-ray correlation for the SB galax-
ies differs by ∼2.6 orders of magnitude toward higher MIR (or
lower X-ray) emission.

5. Discussion

5.1. Comparison with IRAS

The obtained high spatial resolution data give the opportunity
to study the AGN contribution to the total 12µm emission of
nearby galaxies. The latter can be measured by using the large-
aperture IRAS photometry (FWHM ∼ 30′′), taken either from
Sanders et al. (2003) or the NED database. Figure 4 shows the
ratio of the 12µm luminosities measured on a nuclear scale with
VISIR and global scale with IRAS over the absorption-corrected
X-ray luminosities for all LLAGN and the AGN from G+09.
In general, the nuclear fraction of the total MIR luminosity is
increasing with increasing X-ray luminosity but with a large
scatter of a factor ∼2.5. The two objects with the lowest ratio,
NGC 1097 and NGC 4303, are both dusty spiral galaxies, the
former dominated by its well-known circum-nuclear starburst

ring. Consequently, the total MIR emission of the galaxies is
dominated by non-nuclear emission as expected and the AGN
contribution dominates only at X-ray luminosities !1043.6 erg/s,
while at LX ∼ 1042 erg/s the host contribution to the MIR is
already 3 to 10 times higher than that from the nucleus. This
was already found by Vasudevan et al. (2010) in the logarith-
mic space, where a strong correlation (ρ = 0.70, log p = −6.4)
is present, and emphasizes once more the need for high spatial
resolution to isolate the AGN from surrounding processes.

5.2. Comparison to Spitzer/IRS

Most of the LLAGN have also been observed with Spitzer/IRS,
which enables a more detailed comparison of the innermost 4′′.
In particular, low spectral resolution N-band spectra will be used
here. Post-BCD spectra are available in the archive, created by
a point-source profile extraction. They are well-calibrated (un-
certainty "10%) and are sufficient for a rough comparison with
the nuclear properties, which are the focus of this paper. It
is important to note, however, that these IRS spectra can sig-
nificantly deviate from other studies, because of two possible

A36, page 8 of 19
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Lbol ~ 1042 erg/s

Even with sensitive mid-IR observations 
it is hard to push below this limit



Probing the non-stellar 
continuum with SINFONI

The Astrophysical Journal, 768:107 (17pp), 2013 May 10 Hicks et al.

Figure 1. Azimuthal average of the CO equivalent width. Significant dilution is seen in only three galaxies, all Seyferts. The triangles are Seyfert galaxies while the
circles are quiescent galaxies, and all curves are labeled according to those defined in Table 1. The horizontal dashed line represents the lower bound on an undiluted
CO bandhead equivalent width (see Section 2.3 for details). A typical error bar, representative of the standard deviation of the equivalent width of all pixels at each
annulus, is shown on the right.
(A color version of this figure is available in the online journal.)

Figure 2. Maps of non-stellar continuum in three galaxies (NGC 3227, NGC 6300, and NGC 6814) where significant dilution of the CO bandheads is seen due to an
AGN continuum. The central circle represents the radius at which the dilution factor is 2. In all maps north is up and east is to the left.
(A color version of this figure is available in the online journal.)

that the selected active galaxies have 2–3 orders of magnitude
higher X-ray luminosities compared to the quiescent galaxies
in the sample (three of the quiescent galaxies were not detected
in surveys in which they were included). This difference in
X-ray luminosities suggests that our selected AGNs are indeed
significantly more active than the selected quiescent galaxies,
and are consistent with a Seyfert classification. There is evidence
of significant obscuration in three of the Seyfert galaxies:
NGC 3227 (Vasudevan et al. 2010), NGC 5643 (Lutz et al.
2004; Guainazzi et al. 2004; Shu et al. 2007), and NGC 7743
(Panessa et al. 2006). For two of these Compton thick sources,
NGC 3227 and NGC 7743, an estimate of the intrinsic 2–10 keV
emission (corrected for obscuration) is available and listed in
Table 2. Also of note is that the three galaxies with the strongest
non-stellar AGN continua are also those with the highest X-ray
luminosities, that NGC 5643 (2a), which has only a hint of AGN
continuum based on dilution of the CO bandheads, has moderate
observed X-ray luminosities and is known to be highly obscured,
and that NGC 7743 (5a), which shows no indication of an AGN
continuum, has an observed X-ray luminosity comparable to
the brightest quiescent galaxy (González-Martı́n et al. 2009;
i.e., before correction for obscuration).

3. CHARACTERIZATION OF NUCLEAR
MOLECULAR GAS AND STARS

3.1. 2D Distribution and Kinematics

In all 10 galaxies the first two CO bandheads at λ2.2935,
2.3226 µm are detected well enough to reliably measure the
velocity and velocity dispersion across a large fraction of
the 8′′ × 8′′ FOV. H2 1–0 S(1) λ2.1218 µm emission is
detected in seven of the galaxies, with all three of those with
non-detections being quiescent galaxies. Two of these
non-detections are galaxies for which Martini et al. (2003a)
find no detectable nuclear dust structure, which is known
to correlate with low molecular gas content (e.g., Young
& Scoville 1991; Dumas et al. 2010). Spectra of each
galaxy integrated over the measured FOV are shown in
Figure 3.

The 2D flux distribution, velocity, and velocity dispersion
(σ ) of the stellar and gas kinematics have been extracted by
fitting the CO bandheads and H2 emission, respectively. Before
extraction of the kinematics the data cubes were spatially binned
to a minimum signal-to-noise ratio (S/N) with the Voronoi
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Figure 1. Azimuthal average of the CO equivalent width. Significant dilution is seen in only three galaxies, all Seyferts. The triangles are Seyfert galaxies while the
circles are quiescent galaxies, and all curves are labeled according to those defined in Table 1. The horizontal dashed line represents the lower bound on an undiluted
CO bandhead equivalent width (see Section 2.3 for details). A typical error bar, representative of the standard deviation of the equivalent width of all pixels at each
annulus, is shown on the right.
(A color version of this figure is available in the online journal.)

Figure 2. Maps of non-stellar continuum in three galaxies (NGC 3227, NGC 6300, and NGC 6814) where significant dilution of the CO bandheads is seen due to an
AGN continuum. The central circle represents the radius at which the dilution factor is 2. In all maps north is up and east is to the left.
(A color version of this figure is available in the online journal.)

that the selected active galaxies have 2–3 orders of magnitude
higher X-ray luminosities compared to the quiescent galaxies
in the sample (three of the quiescent galaxies were not detected
in surveys in which they were included). This difference in
X-ray luminosities suggests that our selected AGNs are indeed
significantly more active than the selected quiescent galaxies,
and are consistent with a Seyfert classification. There is evidence
of significant obscuration in three of the Seyfert galaxies:
NGC 3227 (Vasudevan et al. 2010), NGC 5643 (Lutz et al.
2004; Guainazzi et al. 2004; Shu et al. 2007), and NGC 7743
(Panessa et al. 2006). For two of these Compton thick sources,
NGC 3227 and NGC 7743, an estimate of the intrinsic 2–10 keV
emission (corrected for obscuration) is available and listed in
Table 2. Also of note is that the three galaxies with the strongest
non-stellar AGN continua are also those with the highest X-ray
luminosities, that NGC 5643 (2a), which has only a hint of AGN
continuum based on dilution of the CO bandheads, has moderate
observed X-ray luminosities and is known to be highly obscured,
and that NGC 7743 (5a), which shows no indication of an AGN
continuum, has an observed X-ray luminosity comparable to
the brightest quiescent galaxy (González-Martı́n et al. 2009;
i.e., before correction for obscuration).

3. CHARACTERIZATION OF NUCLEAR
MOLECULAR GAS AND STARS

3.1. 2D Distribution and Kinematics

In all 10 galaxies the first two CO bandheads at λ2.2935,
2.3226 µm are detected well enough to reliably measure the
velocity and velocity dispersion across a large fraction of
the 8′′ × 8′′ FOV. H2 1–0 S(1) λ2.1218 µm emission is
detected in seven of the galaxies, with all three of those with
non-detections being quiescent galaxies. Two of these
non-detections are galaxies for which Martini et al. (2003a)
find no detectable nuclear dust structure, which is known
to correlate with low molecular gas content (e.g., Young
& Scoville 1991; Dumas et al. 2010). Spectra of each
galaxy integrated over the measured FOV are shown in
Figure 3.

The 2D flux distribution, velocity, and velocity dispersion
(σ ) of the stellar and gas kinematics have been extracted by
fitting the CO bandheads and H2 emission, respectively. Before
extraction of the kinematics the data cubes were spatially binned
to a minimum signal-to-noise ratio (S/N) with the Voronoi
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about 75% of the flux is within the core, and it is thus this com-
ponent that dominates the PSF. In this paper, a more exact repre-
sentation of the PSF is not needed since we have not performed a
detailed kinematic analysis, and we have simply used the Moffat
function to derive an FWHM for the spatial resolution. The res-
olutions achieved are listed in Table 1.

2.4. Emission/Absorption-Line Characterization

The two-dimensional (2D) distribution of emission and absorp-
tion features has been found byfitting a function to the continuum-
subtracted spectral profile at each spatial position in the data cube.
The function was a convolution of a Gaussian with a spectrally
unresolved template profile: in the case of emission lines it was
an OH sky emission line, and for stellar absorption features we
made use of template stars observed in the same configuration
(pixel scale and grism). A minimization was performed in which
the parameters of the Gaussian were adjusted until the convolved
profile best matched the data. During the minimization, pixels in
the data that consistently deviated strongly from the data were
rejected. The uncertainties were bootstrapped usingMonte Carlo
techniques, assuming that the noise is uncorrelated and the in-
trinsic profile is well represented by a Gaussian. The method in-
volves adding a Gaussian with the derived properties to a spec-
tral segment that exhibits the same noise statistics as the data, and
refitting the result to yield a new set of Gaussian parameters. After
repeating this 100 times, the standard deviation of the center and
dispersion were used as the uncertainties for the velocity and line
width.

The kinematics was further processed using kinemetry
(Krajnović et al. 2006). This is a parameterization (i.e., a math-
ematical rather than a physical model) of the 2D field. As such,
beam smearing is not a relevant issue to kinemetry, which yields
an analytical expression for the observed data. Of course, when
the coefficients of this expression are interpreted or used to con-
strain a physical model, then beam smearing should be consid-
ered. Mathematically, the kinemetry procedure fits the data with
a linear sum of sines and cosines with various angular scalings
around ellipses at each radius. We have used it for three purposes:
to determine the best position angle and axis ratio for the velocity
field, to remove high-order noise from the raw kinematic extrac-
tion, and to recover the velocity and dispersion radial profiles. In
all of the cases considered here, the kinematic center of the veloc-
ity field was assumed to be coincident with the peak of the non-

stellar continuum. In addition, the uniformity of the velocity field
permitted us to make the simplifying assumption of a single posi-
tion angle and axis ratio; i.e., there is no evidence for warps or
twisted velocity contours.We then derived the position angle and
inclination of the disk by minimizing the A1 and B3 parameters,
respectively (for a description of these see Krajnović et al. 2006).
The rotation curves were recovered by correcting the measured
velocity profile for inclination. We have assumed throughout the
paper that the dispersion is isotropic, and hence no inclination
correction was applied to the dispersion that was measured.

The innermost parts of the kinematics derived as above are
of course still affected by beam smearing. In general, the central
dispersion cannot necessarily be taken at face value since it may
be either artificially increased by any component of rotation in-
cluded within the beam size or decreased if neighboring regions
within the beam have a lower dispersion. In the galaxies we have
studied, there are two aspects that mitigate this uncertainty: the
rotation speed in the central region is much less than the disper-
sion and so will not significantly alter it; and when estimating the
central value, we consider the trend of the dispersion from large
radii, where the effect of the beam is small, to the center. For the
basic analyses performed here, we have therefore adopted the cen-
tral dispersion at face value.More detailed physicalmodels for the
nuclear disks, which properly account for the effects of beam
smearing, will be presented in future publications. Lastly, we
emphasize that the impact of the finite beam size on the derived
rotation curve does not affect our measurement of the dynamical
mass. The reason is that, for all the dynamical mass estimates we
make, the mass is estimated at a radius much larger than the
FWHM of the PSF, as can be seen in the relevant figures.

3. QUANTIFYING THE STAR FORMATION

In this section we describe the tools of the trade used to analyze
the data, which led us to the global results presented in x 4. Spe-
cific details and analyses for individual objects can be found in the
Appendix. We use the same methods and tools for all the objects
to ensure that all the data are analyzed in a consistent manner.

Perhaps the most important issue is how to isolate the stellar
continuum, which is itself a powerful diagnostic. In addition, we
use three standard and independent diagnostics to quantify the
star formation history and intensity in the nuclei of these AGNs.
These are the Br! equivalent width, supernova rate, andmass-to-
light ratio. Much of the discussion concerns how we take into

Fig. 2.—Left: Equivalent width of the CO(2Y0) and CO(6Y3) features for various stars and galaxies. The late-type supergiant stars (asterisks) and giant stars (open
stars) are taken from Origlia et al. (1993). The galaxies (denoted ‘‘E’’ for elliptical, ‘‘S’’ for spiral, and ‘‘H’’ for star-forming H ii galaxy) are from Oliva et al. (1995).
The dashed box encloses the region for which there is no more than 20% deviation from each of the values WCO(2Y0) ¼ 12 8 and WCO(6Y3) ¼ 4:5 8. Middle and
right: CalculatedWCO(6Y3) andWCO(2Y0), respectively, from STARS for several different star formation histories. Each line is truncated when the cluster luminosity falls below
1/15 of its maximum. In each case, the dashed lines show typical values adopted, and the dotted lines denote a range of "20%.
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Figure 1. Azimuthal average of the CO equivalent width. Significant dilution is seen in only three galaxies, all Seyferts. The triangles are Seyfert galaxies while the
circles are quiescent galaxies, and all curves are labeled according to those defined in Table 1. The horizontal dashed line represents the lower bound on an undiluted
CO bandhead equivalent width (see Section 2.3 for details). A typical error bar, representative of the standard deviation of the equivalent width of all pixels at each
annulus, is shown on the right.
(A color version of this figure is available in the online journal.)

Figure 2. Maps of non-stellar continuum in three galaxies (NGC 3227, NGC 6300, and NGC 6814) where significant dilution of the CO bandheads is seen due to an
AGN continuum. The central circle represents the radius at which the dilution factor is 2. In all maps north is up and east is to the left.
(A color version of this figure is available in the online journal.)

that the selected active galaxies have 2–3 orders of magnitude
higher X-ray luminosities compared to the quiescent galaxies
in the sample (three of the quiescent galaxies were not detected
in surveys in which they were included). This difference in
X-ray luminosities suggests that our selected AGNs are indeed
significantly more active than the selected quiescent galaxies,
and are consistent with a Seyfert classification. There is evidence
of significant obscuration in three of the Seyfert galaxies:
NGC 3227 (Vasudevan et al. 2010), NGC 5643 (Lutz et al.
2004; Guainazzi et al. 2004; Shu et al. 2007), and NGC 7743
(Panessa et al. 2006). For two of these Compton thick sources,
NGC 3227 and NGC 7743, an estimate of the intrinsic 2–10 keV
emission (corrected for obscuration) is available and listed in
Table 2. Also of note is that the three galaxies with the strongest
non-stellar AGN continua are also those with the highest X-ray
luminosities, that NGC 5643 (2a), which has only a hint of AGN
continuum based on dilution of the CO bandheads, has moderate
observed X-ray luminosities and is known to be highly obscured,
and that NGC 7743 (5a), which shows no indication of an AGN
continuum, has an observed X-ray luminosity comparable to
the brightest quiescent galaxy (González-Martı́n et al. 2009;
i.e., before correction for obscuration).

3. CHARACTERIZATION OF NUCLEAR
MOLECULAR GAS AND STARS

3.1. 2D Distribution and Kinematics

In all 10 galaxies the first two CO bandheads at λ2.2935,
2.3226 µm are detected well enough to reliably measure the
velocity and velocity dispersion across a large fraction of
the 8′′ × 8′′ FOV. H2 1–0 S(1) λ2.1218 µm emission is
detected in seven of the galaxies, with all three of those with
non-detections being quiescent galaxies. Two of these
non-detections are galaxies for which Martini et al. (2003a)
find no detectable nuclear dust structure, which is known
to correlate with low molecular gas content (e.g., Young
& Scoville 1991; Dumas et al. 2010). Spectra of each
galaxy integrated over the measured FOV are shown in
Figure 3.

The 2D flux distribution, velocity, and velocity dispersion
(σ ) of the stellar and gas kinematics have been extracted by
fitting the CO bandheads and H2 emission, respectively. Before
extraction of the kinematics the data cubes were spatially binned
to a minimum signal-to-noise ratio (S/N) with the Voronoi
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about 75% of the flux is within the core, and it is thus this com-
ponent that dominates the PSF. In this paper, a more exact repre-
sentation of the PSF is not needed since we have not performed a
detailed kinematic analysis, and we have simply used the Moffat
function to derive an FWHM for the spatial resolution. The res-
olutions achieved are listed in Table 1.

2.4. Emission/Absorption-Line Characterization

The two-dimensional (2D) distribution of emission and absorp-
tion features has been found byfitting a function to the continuum-
subtracted spectral profile at each spatial position in the data cube.
The function was a convolution of a Gaussian with a spectrally
unresolved template profile: in the case of emission lines it was
an OH sky emission line, and for stellar absorption features we
made use of template stars observed in the same configuration
(pixel scale and grism). A minimization was performed in which
the parameters of the Gaussian were adjusted until the convolved
profile best matched the data. During the minimization, pixels in
the data that consistently deviated strongly from the data were
rejected. The uncertainties were bootstrapped usingMonte Carlo
techniques, assuming that the noise is uncorrelated and the in-
trinsic profile is well represented by a Gaussian. The method in-
volves adding a Gaussian with the derived properties to a spec-
tral segment that exhibits the same noise statistics as the data, and
refitting the result to yield a new set of Gaussian parameters. After
repeating this 100 times, the standard deviation of the center and
dispersion were used as the uncertainties for the velocity and line
width.

The kinematics was further processed using kinemetry
(Krajnović et al. 2006). This is a parameterization (i.e., a math-
ematical rather than a physical model) of the 2D field. As such,
beam smearing is not a relevant issue to kinemetry, which yields
an analytical expression for the observed data. Of course, when
the coefficients of this expression are interpreted or used to con-
strain a physical model, then beam smearing should be consid-
ered. Mathematically, the kinemetry procedure fits the data with
a linear sum of sines and cosines with various angular scalings
around ellipses at each radius. We have used it for three purposes:
to determine the best position angle and axis ratio for the velocity
field, to remove high-order noise from the raw kinematic extrac-
tion, and to recover the velocity and dispersion radial profiles. In
all of the cases considered here, the kinematic center of the veloc-
ity field was assumed to be coincident with the peak of the non-

stellar continuum. In addition, the uniformity of the velocity field
permitted us to make the simplifying assumption of a single posi-
tion angle and axis ratio; i.e., there is no evidence for warps or
twisted velocity contours.We then derived the position angle and
inclination of the disk by minimizing the A1 and B3 parameters,
respectively (for a description of these see Krajnović et al. 2006).
The rotation curves were recovered by correcting the measured
velocity profile for inclination. We have assumed throughout the
paper that the dispersion is isotropic, and hence no inclination
correction was applied to the dispersion that was measured.

The innermost parts of the kinematics derived as above are
of course still affected by beam smearing. In general, the central
dispersion cannot necessarily be taken at face value since it may
be either artificially increased by any component of rotation in-
cluded within the beam size or decreased if neighboring regions
within the beam have a lower dispersion. In the galaxies we have
studied, there are two aspects that mitigate this uncertainty: the
rotation speed in the central region is much less than the disper-
sion and so will not significantly alter it; and when estimating the
central value, we consider the trend of the dispersion from large
radii, where the effect of the beam is small, to the center. For the
basic analyses performed here, we have therefore adopted the cen-
tral dispersion at face value.More detailed physicalmodels for the
nuclear disks, which properly account for the effects of beam
smearing, will be presented in future publications. Lastly, we
emphasize that the impact of the finite beam size on the derived
rotation curve does not affect our measurement of the dynamical
mass. The reason is that, for all the dynamical mass estimates we
make, the mass is estimated at a radius much larger than the
FWHM of the PSF, as can be seen in the relevant figures.

3. QUANTIFYING THE STAR FORMATION

In this section we describe the tools of the trade used to analyze
the data, which led us to the global results presented in x 4. Spe-
cific details and analyses for individual objects can be found in the
Appendix. We use the same methods and tools for all the objects
to ensure that all the data are analyzed in a consistent manner.

Perhaps the most important issue is how to isolate the stellar
continuum, which is itself a powerful diagnostic. In addition, we
use three standard and independent diagnostics to quantify the
star formation history and intensity in the nuclei of these AGNs.
These are the Br! equivalent width, supernova rate, andmass-to-
light ratio. Much of the discussion concerns how we take into

Fig. 2.—Left: Equivalent width of the CO(2Y0) and CO(6Y3) features for various stars and galaxies. The late-type supergiant stars (asterisks) and giant stars (open
stars) are taken from Origlia et al. (1993). The galaxies (denoted ‘‘E’’ for elliptical, ‘‘S’’ for spiral, and ‘‘H’’ for star-forming H ii galaxy) are from Oliva et al. (1995).
The dashed box encloses the region for which there is no more than 20% deviation from each of the values WCO(2Y0) ¼ 12 8 and WCO(6Y3) ¼ 4:5 8. Middle and
right: CalculatedWCO(6Y3) andWCO(2Y0), respectively, from STARS for several different star formation histories. Each line is truncated when the cluster luminosity falls below
1/15 of its maximum. In each case, the dashed lines show typical values adopted, and the dotted lines denote a range of "20%.
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Figure 1. Azimuthal average of the CO equivalent width. Significant dilution is seen in only three galaxies, all Seyferts. The triangles are Seyfert galaxies while the
circles are quiescent galaxies, and all curves are labeled according to those defined in Table 1. The horizontal dashed line represents the lower bound on an undiluted
CO bandhead equivalent width (see Section 2.3 for details). A typical error bar, representative of the standard deviation of the equivalent width of all pixels at each
annulus, is shown on the right.
(A color version of this figure is available in the online journal.)

Figure 2. Maps of non-stellar continuum in three galaxies (NGC 3227, NGC 6300, and NGC 6814) where significant dilution of the CO bandheads is seen due to an
AGN continuum. The central circle represents the radius at which the dilution factor is 2. In all maps north is up and east is to the left.
(A color version of this figure is available in the online journal.)

that the selected active galaxies have 2–3 orders of magnitude
higher X-ray luminosities compared to the quiescent galaxies
in the sample (three of the quiescent galaxies were not detected
in surveys in which they were included). This difference in
X-ray luminosities suggests that our selected AGNs are indeed
significantly more active than the selected quiescent galaxies,
and are consistent with a Seyfert classification. There is evidence
of significant obscuration in three of the Seyfert galaxies:
NGC 3227 (Vasudevan et al. 2010), NGC 5643 (Lutz et al.
2004; Guainazzi et al. 2004; Shu et al. 2007), and NGC 7743
(Panessa et al. 2006). For two of these Compton thick sources,
NGC 3227 and NGC 7743, an estimate of the intrinsic 2–10 keV
emission (corrected for obscuration) is available and listed in
Table 2. Also of note is that the three galaxies with the strongest
non-stellar AGN continua are also those with the highest X-ray
luminosities, that NGC 5643 (2a), which has only a hint of AGN
continuum based on dilution of the CO bandheads, has moderate
observed X-ray luminosities and is known to be highly obscured,
and that NGC 7743 (5a), which shows no indication of an AGN
continuum, has an observed X-ray luminosity comparable to
the brightest quiescent galaxy (González-Martı́n et al. 2009;
i.e., before correction for obscuration).

3. CHARACTERIZATION OF NUCLEAR
MOLECULAR GAS AND STARS

3.1. 2D Distribution and Kinematics

In all 10 galaxies the first two CO bandheads at λ2.2935,
2.3226 µm are detected well enough to reliably measure the
velocity and velocity dispersion across a large fraction of
the 8′′ × 8′′ FOV. H2 1–0 S(1) λ2.1218 µm emission is
detected in seven of the galaxies, with all three of those with
non-detections being quiescent galaxies. Two of these
non-detections are galaxies for which Martini et al. (2003a)
find no detectable nuclear dust structure, which is known
to correlate with low molecular gas content (e.g., Young
& Scoville 1991; Dumas et al. 2010). Spectra of each
galaxy integrated over the measured FOV are shown in
Figure 3.

The 2D flux distribution, velocity, and velocity dispersion
(σ ) of the stellar and gas kinematics have been extracted by
fitting the CO bandheads and H2 emission, respectively. Before
extraction of the kinematics the data cubes were spatially binned
to a minimum signal-to-noise ratio (S/N) with the Voronoi
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about 75% of the flux is within the core, and it is thus this com-
ponent that dominates the PSF. In this paper, a more exact repre-
sentation of the PSF is not needed since we have not performed a
detailed kinematic analysis, and we have simply used the Moffat
function to derive an FWHM for the spatial resolution. The res-
olutions achieved are listed in Table 1.

2.4. Emission/Absorption-Line Characterization

The two-dimensional (2D) distribution of emission and absorp-
tion features has been found byfitting a function to the continuum-
subtracted spectral profile at each spatial position in the data cube.
The function was a convolution of a Gaussian with a spectrally
unresolved template profile: in the case of emission lines it was
an OH sky emission line, and for stellar absorption features we
made use of template stars observed in the same configuration
(pixel scale and grism). A minimization was performed in which
the parameters of the Gaussian were adjusted until the convolved
profile best matched the data. During the minimization, pixels in
the data that consistently deviated strongly from the data were
rejected. The uncertainties were bootstrapped usingMonte Carlo
techniques, assuming that the noise is uncorrelated and the in-
trinsic profile is well represented by a Gaussian. The method in-
volves adding a Gaussian with the derived properties to a spec-
tral segment that exhibits the same noise statistics as the data, and
refitting the result to yield a new set of Gaussian parameters. After
repeating this 100 times, the standard deviation of the center and
dispersion were used as the uncertainties for the velocity and line
width.

The kinematics was further processed using kinemetry
(Krajnović et al. 2006). This is a parameterization (i.e., a math-
ematical rather than a physical model) of the 2D field. As such,
beam smearing is not a relevant issue to kinemetry, which yields
an analytical expression for the observed data. Of course, when
the coefficients of this expression are interpreted or used to con-
strain a physical model, then beam smearing should be consid-
ered. Mathematically, the kinemetry procedure fits the data with
a linear sum of sines and cosines with various angular scalings
around ellipses at each radius. We have used it for three purposes:
to determine the best position angle and axis ratio for the velocity
field, to remove high-order noise from the raw kinematic extrac-
tion, and to recover the velocity and dispersion radial profiles. In
all of the cases considered here, the kinematic center of the veloc-
ity field was assumed to be coincident with the peak of the non-

stellar continuum. In addition, the uniformity of the velocity field
permitted us to make the simplifying assumption of a single posi-
tion angle and axis ratio; i.e., there is no evidence for warps or
twisted velocity contours.We then derived the position angle and
inclination of the disk by minimizing the A1 and B3 parameters,
respectively (for a description of these see Krajnović et al. 2006).
The rotation curves were recovered by correcting the measured
velocity profile for inclination. We have assumed throughout the
paper that the dispersion is isotropic, and hence no inclination
correction was applied to the dispersion that was measured.

The innermost parts of the kinematics derived as above are
of course still affected by beam smearing. In general, the central
dispersion cannot necessarily be taken at face value since it may
be either artificially increased by any component of rotation in-
cluded within the beam size or decreased if neighboring regions
within the beam have a lower dispersion. In the galaxies we have
studied, there are two aspects that mitigate this uncertainty: the
rotation speed in the central region is much less than the disper-
sion and so will not significantly alter it; and when estimating the
central value, we consider the trend of the dispersion from large
radii, where the effect of the beam is small, to the center. For the
basic analyses performed here, we have therefore adopted the cen-
tral dispersion at face value.More detailed physicalmodels for the
nuclear disks, which properly account for the effects of beam
smearing, will be presented in future publications. Lastly, we
emphasize that the impact of the finite beam size on the derived
rotation curve does not affect our measurement of the dynamical
mass. The reason is that, for all the dynamical mass estimates we
make, the mass is estimated at a radius much larger than the
FWHM of the PSF, as can be seen in the relevant figures.

3. QUANTIFYING THE STAR FORMATION

In this section we describe the tools of the trade used to analyze
the data, which led us to the global results presented in x 4. Spe-
cific details and analyses for individual objects can be found in the
Appendix. We use the same methods and tools for all the objects
to ensure that all the data are analyzed in a consistent manner.

Perhaps the most important issue is how to isolate the stellar
continuum, which is itself a powerful diagnostic. In addition, we
use three standard and independent diagnostics to quantify the
star formation history and intensity in the nuclei of these AGNs.
These are the Br! equivalent width, supernova rate, andmass-to-
light ratio. Much of the discussion concerns how we take into

Fig. 2.—Left: Equivalent width of the CO(2Y0) and CO(6Y3) features for various stars and galaxies. The late-type supergiant stars (asterisks) and giant stars (open
stars) are taken from Origlia et al. (1993). The galaxies (denoted ‘‘E’’ for elliptical, ‘‘S’’ for spiral, and ‘‘H’’ for star-forming H ii galaxy) are from Oliva et al. (1995).
The dashed box encloses the region for which there is no more than 20% deviation from each of the values WCO(2Y0) ¼ 12 8 and WCO(6Y3) ¼ 4:5 8. Middle and
right: CalculatedWCO(6Y3) andWCO(2Y0), respectively, from STARS for several different star formation histories. Each line is truncated when the cluster luminosity falls below
1/15 of its maximum. In each case, the dashed lines show typical values adopted, and the dotted lines denote a range of "20%.
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Figure 1. Azimuthal average of the CO equivalent width. Significant dilution is seen in only three galaxies, all Seyferts. The triangles are Seyfert galaxies while the
circles are quiescent galaxies, and all curves are labeled according to those defined in Table 1. The horizontal dashed line represents the lower bound on an undiluted
CO bandhead equivalent width (see Section 2.3 for details). A typical error bar, representative of the standard deviation of the equivalent width of all pixels at each
annulus, is shown on the right.
(A color version of this figure is available in the online journal.)

Figure 2. Maps of non-stellar continuum in three galaxies (NGC 3227, NGC 6300, and NGC 6814) where significant dilution of the CO bandheads is seen due to an
AGN continuum. The central circle represents the radius at which the dilution factor is 2. In all maps north is up and east is to the left.
(A color version of this figure is available in the online journal.)

that the selected active galaxies have 2–3 orders of magnitude
higher X-ray luminosities compared to the quiescent galaxies
in the sample (three of the quiescent galaxies were not detected
in surveys in which they were included). This difference in
X-ray luminosities suggests that our selected AGNs are indeed
significantly more active than the selected quiescent galaxies,
and are consistent with a Seyfert classification. There is evidence
of significant obscuration in three of the Seyfert galaxies:
NGC 3227 (Vasudevan et al. 2010), NGC 5643 (Lutz et al.
2004; Guainazzi et al. 2004; Shu et al. 2007), and NGC 7743
(Panessa et al. 2006). For two of these Compton thick sources,
NGC 3227 and NGC 7743, an estimate of the intrinsic 2–10 keV
emission (corrected for obscuration) is available and listed in
Table 2. Also of note is that the three galaxies with the strongest
non-stellar AGN continua are also those with the highest X-ray
luminosities, that NGC 5643 (2a), which has only a hint of AGN
continuum based on dilution of the CO bandheads, has moderate
observed X-ray luminosities and is known to be highly obscured,
and that NGC 7743 (5a), which shows no indication of an AGN
continuum, has an observed X-ray luminosity comparable to
the brightest quiescent galaxy (González-Martı́n et al. 2009;
i.e., before correction for obscuration).

3. CHARACTERIZATION OF NUCLEAR
MOLECULAR GAS AND STARS

3.1. 2D Distribution and Kinematics

In all 10 galaxies the first two CO bandheads at λ2.2935,
2.3226 µm are detected well enough to reliably measure the
velocity and velocity dispersion across a large fraction of
the 8′′ × 8′′ FOV. H2 1–0 S(1) λ2.1218 µm emission is
detected in seven of the galaxies, with all three of those with
non-detections being quiescent galaxies. Two of these
non-detections are galaxies for which Martini et al. (2003a)
find no detectable nuclear dust structure, which is known
to correlate with low molecular gas content (e.g., Young
& Scoville 1991; Dumas et al. 2010). Spectra of each
galaxy integrated over the measured FOV are shown in
Figure 3.

The 2D flux distribution, velocity, and velocity dispersion
(σ ) of the stellar and gas kinematics have been extracted by
fitting the CO bandheads and H2 emission, respectively. Before
extraction of the kinematics the data cubes were spatially binned
to a minimum signal-to-noise ratio (S/N) with the Voronoi
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about 75% of the flux is within the core, and it is thus this com-
ponent that dominates the PSF. In this paper, a more exact repre-
sentation of the PSF is not needed since we have not performed a
detailed kinematic analysis, and we have simply used the Moffat
function to derive an FWHM for the spatial resolution. The res-
olutions achieved are listed in Table 1.

2.4. Emission/Absorption-Line Characterization

The two-dimensional (2D) distribution of emission and absorp-
tion features has been found byfitting a function to the continuum-
subtracted spectral profile at each spatial position in the data cube.
The function was a convolution of a Gaussian with a spectrally
unresolved template profile: in the case of emission lines it was
an OH sky emission line, and for stellar absorption features we
made use of template stars observed in the same configuration
(pixel scale and grism). A minimization was performed in which
the parameters of the Gaussian were adjusted until the convolved
profile best matched the data. During the minimization, pixels in
the data that consistently deviated strongly from the data were
rejected. The uncertainties were bootstrapped usingMonte Carlo
techniques, assuming that the noise is uncorrelated and the in-
trinsic profile is well represented by a Gaussian. The method in-
volves adding a Gaussian with the derived properties to a spec-
tral segment that exhibits the same noise statistics as the data, and
refitting the result to yield a new set of Gaussian parameters. After
repeating this 100 times, the standard deviation of the center and
dispersion were used as the uncertainties for the velocity and line
width.

The kinematics was further processed using kinemetry
(Krajnović et al. 2006). This is a parameterization (i.e., a math-
ematical rather than a physical model) of the 2D field. As such,
beam smearing is not a relevant issue to kinemetry, which yields
an analytical expression for the observed data. Of course, when
the coefficients of this expression are interpreted or used to con-
strain a physical model, then beam smearing should be consid-
ered. Mathematically, the kinemetry procedure fits the data with
a linear sum of sines and cosines with various angular scalings
around ellipses at each radius. We have used it for three purposes:
to determine the best position angle and axis ratio for the velocity
field, to remove high-order noise from the raw kinematic extrac-
tion, and to recover the velocity and dispersion radial profiles. In
all of the cases considered here, the kinematic center of the veloc-
ity field was assumed to be coincident with the peak of the non-

stellar continuum. In addition, the uniformity of the velocity field
permitted us to make the simplifying assumption of a single posi-
tion angle and axis ratio; i.e., there is no evidence for warps or
twisted velocity contours.We then derived the position angle and
inclination of the disk by minimizing the A1 and B3 parameters,
respectively (for a description of these see Krajnović et al. 2006).
The rotation curves were recovered by correcting the measured
velocity profile for inclination. We have assumed throughout the
paper that the dispersion is isotropic, and hence no inclination
correction was applied to the dispersion that was measured.

The innermost parts of the kinematics derived as above are
of course still affected by beam smearing. In general, the central
dispersion cannot necessarily be taken at face value since it may
be either artificially increased by any component of rotation in-
cluded within the beam size or decreased if neighboring regions
within the beam have a lower dispersion. In the galaxies we have
studied, there are two aspects that mitigate this uncertainty: the
rotation speed in the central region is much less than the disper-
sion and so will not significantly alter it; and when estimating the
central value, we consider the trend of the dispersion from large
radii, where the effect of the beam is small, to the center. For the
basic analyses performed here, we have therefore adopted the cen-
tral dispersion at face value.More detailed physicalmodels for the
nuclear disks, which properly account for the effects of beam
smearing, will be presented in future publications. Lastly, we
emphasize that the impact of the finite beam size on the derived
rotation curve does not affect our measurement of the dynamical
mass. The reason is that, for all the dynamical mass estimates we
make, the mass is estimated at a radius much larger than the
FWHM of the PSF, as can be seen in the relevant figures.

3. QUANTIFYING THE STAR FORMATION

In this section we describe the tools of the trade used to analyze
the data, which led us to the global results presented in x 4. Spe-
cific details and analyses for individual objects can be found in the
Appendix. We use the same methods and tools for all the objects
to ensure that all the data are analyzed in a consistent manner.

Perhaps the most important issue is how to isolate the stellar
continuum, which is itself a powerful diagnostic. In addition, we
use three standard and independent diagnostics to quantify the
star formation history and intensity in the nuclei of these AGNs.
These are the Br! equivalent width, supernova rate, andmass-to-
light ratio. Much of the discussion concerns how we take into

Fig. 2.—Left: Equivalent width of the CO(2Y0) and CO(6Y3) features for various stars and galaxies. The late-type supergiant stars (asterisks) and giant stars (open
stars) are taken from Origlia et al. (1993). The galaxies (denoted ‘‘E’’ for elliptical, ‘‘S’’ for spiral, and ‘‘H’’ for star-forming H ii galaxy) are from Oliva et al. (1995).
The dashed box encloses the region for which there is no more than 20% deviation from each of the values WCO(2Y0) ¼ 12 8 and WCO(6Y3) ¼ 4:5 8. Middle and
right: CalculatedWCO(6Y3) andWCO(2Y0), respectively, from STARS for several different star formation histories. Each line is truncated when the cluster luminosity falls below
1/15 of its maximum. In each case, the dashed lines show typical values adopted, and the dotted lines denote a range of "20%.
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Figure 1. Azimuthal average of the CO equivalent width. Significant dilution is seen in only three galaxies, all Seyferts. The triangles are Seyfert galaxies while the
circles are quiescent galaxies, and all curves are labeled according to those defined in Table 1. The horizontal dashed line represents the lower bound on an undiluted
CO bandhead equivalent width (see Section 2.3 for details). A typical error bar, representative of the standard deviation of the equivalent width of all pixels at each
annulus, is shown on the right.
(A color version of this figure is available in the online journal.)

Figure 2. Maps of non-stellar continuum in three galaxies (NGC 3227, NGC 6300, and NGC 6814) where significant dilution of the CO bandheads is seen due to an
AGN continuum. The central circle represents the radius at which the dilution factor is 2. In all maps north is up and east is to the left.
(A color version of this figure is available in the online journal.)

that the selected active galaxies have 2–3 orders of magnitude
higher X-ray luminosities compared to the quiescent galaxies
in the sample (three of the quiescent galaxies were not detected
in surveys in which they were included). This difference in
X-ray luminosities suggests that our selected AGNs are indeed
significantly more active than the selected quiescent galaxies,
and are consistent with a Seyfert classification. There is evidence
of significant obscuration in three of the Seyfert galaxies:
NGC 3227 (Vasudevan et al. 2010), NGC 5643 (Lutz et al.
2004; Guainazzi et al. 2004; Shu et al. 2007), and NGC 7743
(Panessa et al. 2006). For two of these Compton thick sources,
NGC 3227 and NGC 7743, an estimate of the intrinsic 2–10 keV
emission (corrected for obscuration) is available and listed in
Table 2. Also of note is that the three galaxies with the strongest
non-stellar AGN continua are also those with the highest X-ray
luminosities, that NGC 5643 (2a), which has only a hint of AGN
continuum based on dilution of the CO bandheads, has moderate
observed X-ray luminosities and is known to be highly obscured,
and that NGC 7743 (5a), which shows no indication of an AGN
continuum, has an observed X-ray luminosity comparable to
the brightest quiescent galaxy (González-Martı́n et al. 2009;
i.e., before correction for obscuration).

3. CHARACTERIZATION OF NUCLEAR
MOLECULAR GAS AND STARS

3.1. 2D Distribution and Kinematics

In all 10 galaxies the first two CO bandheads at λ2.2935,
2.3226 µm are detected well enough to reliably measure the
velocity and velocity dispersion across a large fraction of
the 8′′ × 8′′ FOV. H2 1–0 S(1) λ2.1218 µm emission is
detected in seven of the galaxies, with all three of those with
non-detections being quiescent galaxies. Two of these
non-detections are galaxies for which Martini et al. (2003a)
find no detectable nuclear dust structure, which is known
to correlate with low molecular gas content (e.g., Young
& Scoville 1991; Dumas et al. 2010). Spectra of each
galaxy integrated over the measured FOV are shown in
Figure 3.

The 2D flux distribution, velocity, and velocity dispersion
(σ ) of the stellar and gas kinematics have been extracted by
fitting the CO bandheads and H2 emission, respectively. Before
extraction of the kinematics the data cubes were spatially binned
to a minimum signal-to-noise ratio (S/N) with the Voronoi
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about 75% of the flux is within the core, and it is thus this com-
ponent that dominates the PSF. In this paper, a more exact repre-
sentation of the PSF is not needed since we have not performed a
detailed kinematic analysis, and we have simply used the Moffat
function to derive an FWHM for the spatial resolution. The res-
olutions achieved are listed in Table 1.

2.4. Emission/Absorption-Line Characterization

The two-dimensional (2D) distribution of emission and absorp-
tion features has been found byfitting a function to the continuum-
subtracted spectral profile at each spatial position in the data cube.
The function was a convolution of a Gaussian with a spectrally
unresolved template profile: in the case of emission lines it was
an OH sky emission line, and for stellar absorption features we
made use of template stars observed in the same configuration
(pixel scale and grism). A minimization was performed in which
the parameters of the Gaussian were adjusted until the convolved
profile best matched the data. During the minimization, pixels in
the data that consistently deviated strongly from the data were
rejected. The uncertainties were bootstrapped usingMonte Carlo
techniques, assuming that the noise is uncorrelated and the in-
trinsic profile is well represented by a Gaussian. The method in-
volves adding a Gaussian with the derived properties to a spec-
tral segment that exhibits the same noise statistics as the data, and
refitting the result to yield a new set of Gaussian parameters. After
repeating this 100 times, the standard deviation of the center and
dispersion were used as the uncertainties for the velocity and line
width.

The kinematics was further processed using kinemetry
(Krajnović et al. 2006). This is a parameterization (i.e., a math-
ematical rather than a physical model) of the 2D field. As such,
beam smearing is not a relevant issue to kinemetry, which yields
an analytical expression for the observed data. Of course, when
the coefficients of this expression are interpreted or used to con-
strain a physical model, then beam smearing should be consid-
ered. Mathematically, the kinemetry procedure fits the data with
a linear sum of sines and cosines with various angular scalings
around ellipses at each radius. We have used it for three purposes:
to determine the best position angle and axis ratio for the velocity
field, to remove high-order noise from the raw kinematic extrac-
tion, and to recover the velocity and dispersion radial profiles. In
all of the cases considered here, the kinematic center of the veloc-
ity field was assumed to be coincident with the peak of the non-

stellar continuum. In addition, the uniformity of the velocity field
permitted us to make the simplifying assumption of a single posi-
tion angle and axis ratio; i.e., there is no evidence for warps or
twisted velocity contours.We then derived the position angle and
inclination of the disk by minimizing the A1 and B3 parameters,
respectively (for a description of these see Krajnović et al. 2006).
The rotation curves were recovered by correcting the measured
velocity profile for inclination. We have assumed throughout the
paper that the dispersion is isotropic, and hence no inclination
correction was applied to the dispersion that was measured.

The innermost parts of the kinematics derived as above are
of course still affected by beam smearing. In general, the central
dispersion cannot necessarily be taken at face value since it may
be either artificially increased by any component of rotation in-
cluded within the beam size or decreased if neighboring regions
within the beam have a lower dispersion. In the galaxies we have
studied, there are two aspects that mitigate this uncertainty: the
rotation speed in the central region is much less than the disper-
sion and so will not significantly alter it; and when estimating the
central value, we consider the trend of the dispersion from large
radii, where the effect of the beam is small, to the center. For the
basic analyses performed here, we have therefore adopted the cen-
tral dispersion at face value.More detailed physicalmodels for the
nuclear disks, which properly account for the effects of beam
smearing, will be presented in future publications. Lastly, we
emphasize that the impact of the finite beam size on the derived
rotation curve does not affect our measurement of the dynamical
mass. The reason is that, for all the dynamical mass estimates we
make, the mass is estimated at a radius much larger than the
FWHM of the PSF, as can be seen in the relevant figures.

3. QUANTIFYING THE STAR FORMATION

In this section we describe the tools of the trade used to analyze
the data, which led us to the global results presented in x 4. Spe-
cific details and analyses for individual objects can be found in the
Appendix. We use the same methods and tools for all the objects
to ensure that all the data are analyzed in a consistent manner.

Perhaps the most important issue is how to isolate the stellar
continuum, which is itself a powerful diagnostic. In addition, we
use three standard and independent diagnostics to quantify the
star formation history and intensity in the nuclei of these AGNs.
These are the Br! equivalent width, supernova rate, andmass-to-
light ratio. Much of the discussion concerns how we take into

Fig. 2.—Left: Equivalent width of the CO(2Y0) and CO(6Y3) features for various stars and galaxies. The late-type supergiant stars (asterisks) and giant stars (open
stars) are taken from Origlia et al. (1993). The galaxies (denoted ‘‘E’’ for elliptical, ‘‘S’’ for spiral, and ‘‘H’’ for star-forming H ii galaxy) are from Oliva et al. (1995).
The dashed box encloses the region for which there is no more than 20% deviation from each of the values WCO(2Y0) ¼ 12 8 and WCO(6Y3) ¼ 4:5 8. Middle and
right: CalculatedWCO(6Y3) andWCO(2Y0), respectively, from STARS for several different star formation histories. Each line is truncated when the cluster luminosity falls below
1/15 of its maximum. In each case, the dashed lines show typical values adopted, and the dotted lines denote a range of "20%.
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• BAT AGNs

Lbol ~ 1042 erg/s

Good correlation between 
non-stellar K-band light 

and X-ray light.	

Torus does not disappear 
above Lbol ~ 1042 erg/s.
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A near-IR – mid-IR 
correlation

• Tight correlation 
between near-IR non-
stellar light and mid-IR	


• no type 1/2 dichotomy 
(see also Lutz+,Gandhi
+,Horst+,Asmus+, ...)	


• but: perhaps some 
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Conclusions + Outlook

• The bimodality in the dilution of 
starlight by the AGN is caused by a 
nearly constant stellar surface 
brightness and a wide range of AGN 
luminosities	


• We establish a new correlation 
between non-stellar continuum in the K 
band and X-ray luminosity. Outliers 
have peculiar X-ray properties.	


• We also find a good correlation 
between the nuclear non-stellar near-IR 
light and the nuclear mid-infrared light. 
Some of the few outliers are known to 
be devoid of hot dust.

Nuclear near-IR – mid-IR	

correlation
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of parsecs they are an order of magnitude below the Eddington
limit. On the other hand, we have already seen that the lowWBr!

indicates that there is little ongoing star formation and hence that
the starbursts are short lived. This is important because short-
lived starbursts fade very quickly. As shown in Figure 6, for a
decay timescale of "SF ¼ 10 Myr, L"bol will have decreased from
its peak value by more than an order of magnitude at an age of
100 Myr. Thus, it is plausible, and probably likely, that while the
star formation was active, the stellar luminosity was an order of
magnitude higher. In this case the starbursts would have been at,
or close to, their Eddington limit at that time.

The luminosity-to-mass ratio of 500 L# M$1
# associated with

the Eddington limit is in fact one that all young starbursts would
exceed if, beginning with nothing, gas was accreted at the same
rate that it was converted into stars. That, however, is not a
realistic situation. A more likely scenario, shown in Figure 10,
is that the gas is already there in the disk. In this case, a starburst
with a star-forming timescale of 100 Myr could never exceed
100 L# M$1

# . To reach 500 L# M$1
# , the gas would need to be

converted into stars on a timescale P10 Myr. This timescale is
independent of how much gas there is. Thus, for a starburst to
reach its Eddington limit, it must be very efficient, converting a
significant fraction of its gas into stars on very short %10 Myr
timescales. This result is consistent with the prediction of the
Schmidt law, which states that disks with a higher gas surface
density will form stars more efficiently. The reason is that the
star formation efficiency is simply SFE ¼ !SFR/!gas / !0:4

gas.
Thus, from arguments based solely on the Schmidt law and mass
surface density, one reaches the same conclusion that the gas sup-
ply would be used rather quickly and the lifetime of the starburst
would be relatively short.

Summarizing the results above, a plausible scenario could be
as follows. The high gas density leads to a high star formation rate,
producing a starburst that reaches its Eddington limit for a short
time. Because the efficiency is high, the starburst can only be ac-
tive for a short time and then begins to fade. Inevitably, one would

expect that the starburst is then dormant until the gas supply is
replenished by inflow. This picture appears to be borne out by the
observations presented here.

5. STARBURST-AGN CONNECTION

In the previous sections we have presented and discussed evi-
dence that in general there appears to have been moderately re-
cent star formation on small spatial scales around all the AGNs
we have observed. Figure 11 shows the first empirical indication
of a deeper relationship between the star formation and the AGN.
In this figure we show the luminosity of theAGN, both in absolute
units of solar luminosity and also in relative units of its Eddington
luminosity LEdd, against the age of the most recent known nuclear
star-forming episode. Since theAGN luminosity is notwell known,
we have made the conservative assumption that it is equal to half
the bolometric luminosity of the galaxy, as may be the case for
NGC 1068 (Pier et al. 1994; but see also Bland-Hawthorne et al.
1997). To indicate the expected degree of uncertainty in this as-
sertion, we have imposed error bars of a factor of 2 in either di-
rection, equivalent to stating that the AGN luminosity in these
specific objects is likely to be in the range 25%Y100%of the total
luminosity of the galaxy. The Eddington luminosity is calculated
directly from the black hole mass, for which estimates exist for
these galaxies from reverberation mapping, theMBH-#

" relation,
maser kinematics, etc. These are listed in Table 2. For the age of
the star formation, we have plotted the time since the most recent
known episode of star formation began, as given in Table 3. For
galaxies where a range of ages is given, we have adopted these to
indicate the uncertainty; the mean of these, roughly &30%, has
been used to estimate the uncertainty in the age for the rest of the
galaxies.We note that these error bars reflect uncertainties in char-
acterizing the age of the star formation from the available diagnos-
tics and also in the star formation timescale "SF. However, there
are still many implicit assumptions in this process, and we there-
fore caution that the actual errors in our estimation of the starburst
ages may be larger than that shown.

Fig. 11.—Graph showing how the luminosity of an AGN might be related to the age of the most recent episode of nuclear star formation. On the left is shown the
luminosity in solar units; on the right, it is with respect to the Eddington luminosity for the black hole. Generally the luminosity of the AGN is not well known and so we
have approximated it by 0.5Lbol and adopted an uncertainty of a factor of 2. The starburst age refers to our best estimate of the most recent episode of star formation within
the central 10Y100 pc, as given in Table 3. See the text for details of the adopted uncertainties.
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Fig. 3: Estimate of the AGN Eddington ratio as a function 
of starburst age (Davies et al. 2007). The plot suggests 
nuclear star clusters hinder accretion in their early 
turbulent phases. As they evolve they may provide the 
fuel to efficiently feed the AGN.
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Swift-BAT AGN and selected sample

Fig. 2: Spectrum of the central ~300pc of the 
Seyfert 1 galaxy Mrk 334. The characteristic 
shape of CN absorption is clearly detected, 
indicating unambiguously the presence of AGB 
stars (Riffel et al., 2007).
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Nuclear Starburst in NGC1068

Davies+	  07
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Star forming Region Size & Mass

intensity

dispersion

•	  for	  each	  component,	  fit:	   	   	   Reff,	  n,	  
I0,	  σ	  

•	  bulge	  component	  

	   Reff	  &	  n	  similar	  to	  NICMOS	  profile	  	  

•	  nuclear	  ‘disk’	  component	  

	   Reff	  =	  0.51”	  =	  36pc	  	   	   	   	   	   n	  =	  	  
1.6	   	   	   	   	   	   	   	   	   	   σ	  	  =	  
35-‐55km/s	  

!
•	  Mdyn	  =	  5-‐9×107Msun	  

•	  MBH	  ~	  1×107Msun	  (Greenhill+	  96)	  

•	  Σdyn	  ~	  2×104	  Msun/pc2	  

•	  Mdyn/LK	  ~	  4	  agrees	  with	  starburst	  	   age	  
200-‐300Myr	  (Davies+	  07)	  

•	  MBH/Mstars	  ~	  0.15

bulge
‘disk’

fit	  intensity	  &	  dispersion	  simultaneously	  with	  bulge	  +	  ‘disk’



Nuclear Starburst in NGC1097

Davies+	  07,	  09
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Star forming Region Size & Mass
fit	  intensity	  &	  dispersion	  simultaneously	  with	  bulge	  +	  ‘disk’

•	  for	  each	  component,	  fit:	   	   	   	   Reff,	  n,	  
I0,	  σ	  

•	  bulge	  component	  

	   	  Reff	  &	  n	  similar	  to	  NACO	  profile	  	   	   	  
	   	   	   	   	   	   	   (Prieto+05)	  

•	  nuclear	  ‘disk’	  component	  

	   Reff	  =	  0.28”	  =	  24pc	  	   	   	   	   	   	   n	  =	  	  
0.8	   	   	   	   	   	   	   	   	   	   	   σ	  <~	  
30km/s	  

!
•	  Mdyn	  =	  1-‐5×107Msun	  

•	  MBH	  	  	   	   	   	   	   	   	   	   	   	   	  
12×107Msun	  (Lewis+	  06,	  σ=196km/s)	  
15×107Msun	  (using	  σ=155km/s)	  

•	  low	  stellar	  mass,	  consistent	  with	  	   young	  
age	  (Mdyn/LK	  <	  1)	  

•	  MBH/Mstars	  >	  1

intensity

dispersion

bulge
‘disk’


